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ABSTRAK

PENERAPAN SELEKSI FITUR INFORMATION GAIN DAN OPTIMASI
GRID SEARCH PADA ALGORITMA XGBOOST UNTUK KLASIFIKASI
REKURENSI PENYAKIT TIROID

Penyakit tiroid, khususnya Differentiated Thyroid Cancer (DTC),
merupakan salah satu gangguan endokrin dengan tingkat kejadian yang tinggi
secara global dan berpotensi terus meningkat. Meskipun DTC memiliki tingkat
kesembuhan yang relatif baik, kejadian rekurensi masih menjadi permasalahan
klinis yang penting karena dapat muncul kembali setelah terapi awal. Variasi
karakteristik klinis dan patologis pasien serta kompleksitas data medis
menyebabkan proses prediksi rekurensi menjadi sulit dilakukan secara akurat.
Tujuan penelitian ini adalah menerapkan seleksi fitur Information Gain dan
optimasi menggunakan Grid Search pada algoritma XGBoost dalam klasifikasi
rekurensi penyakit tiroid. Fitur yang digunakan mencakup karakteristik
demografis, klinis, patologis, serta respons terhadap terapi, dengan status rekurensi
sebagai fitur target. Data penelitian berasal dari rekam medis pasien DTC di Iran
yang dikumpulkan selama periode 15 tahun, dengan masa tindak lanjut minimal 10
tahun setelah diagnosis awal. Hasil penelitian menunjukkan bahwa kombinasi
seleksi fitur Information Gain dan optimasi menggunakan Grid Search pada
algoritma XGBoost menghasilkan performa terbaik dibandingkan dengan metode
XGBoost yang dikombinasikan dengan Grid Search, dimana model menghasilkan
akurasi sebesar 96,98 %, sensitivitas 93,52%, dan spesifisitas 98,44% . Pada model
XGBoost yang dikombinasikan dengan seleksi fitur Information Gain dan
optimasi Grid Search menghasilkan akurasi sebesar 97,53%, sensitivitas 93,52%,
dan spesifisitas 99,22%, yang menunjukkan peningkatan Kinerja klasifikasi. Hasil
penelitian ‘ini menunjukkan bahwa kombinasi seleksi fitur Information Gain dan
optimasi Grid Search pada algoritma XGBoost dapat meningkatkan performa
klasifikasi rekurensi.

Kata kunci: Grid Search, Information Gain, Klasifikasi, Rekurensi Penyakit
Tiroid, XGBoost
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ABSTRACT

APPLICATION OF INFORMATION GAIN FEATURE SELECTION AND
GRID SEARCH OPTIMIZATION IN THE XGBOOST ALGORITHM FOR
CLASSIFICATION OF THYROID DISEASE RECURRENCE

Thyroid disease, particularly Differentiated Thyroid Cancer (DTC), is one
of the endocrine disorders with a high incidence rate globally and has the potential
to continue to increase. Although DTC has a relatively good cure rate, recurrence
remains an important clinical problem because it can reappear after initial therapy.
Variations in the clinical and pathological characteristics of patients and the
complexity of medical data make the process of predicting recurrence difficult to
perform accurately. The purpose of this study was to apply Information Gain
feature selection and optimization using Grid Search in the XGBoost algorithm in
the classification of thyroid disease recurrence. The features used included
demographic, clinical, pathological, and response to therapy characteristics, with
recurrence status as the target feature. The research data came from the medical
records of DTC patients in Iran collected over a 15-year period, with a minimum
follow-up period of 10 years after the initial diagnosis. The results showed that the
combination of Information Gain feature selection and optimization using Grid
Search in the XGBoost algorithm produced the best performance compared to the
XGBoost method combined with Grid Search, where the model produced an
accuracy of 96,98%, sensitivity of 93,52%, and specificity of 98,44%. The
XGBoost model combined with Information Gain feature selection and Grid
Search optimization resulted in an accuracy of 97,53%, sensitivity of 93,52%, and
specificity of 99,22%, indicating.an imprevement in classification performance.
The results of this study indicate that the combination of Information Gain feature
selection and Grid Search loptimization in the XGBoost algorithm can improve the
performance of recurrence classification.

Keywords: Classification, Grid Search, Information Gain, Thyroid Disease
Recurrence, XGBoost
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