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ABSTRAK

PREDIKSI CURAH HUJAN DI KABUPATEN SUMENEP
MENGGUNAKAN METODE EXTREME GRADIENT BOOSTING

(XGBOOST) DAN ALGORITMA GRID SEARCH

Curah hujan di Kabupaten Sumenep merupakan fenomena meteorologis
penting yang perlu diperhatikan karena berpengaruh terhadap berbagai aspek
kehidupan masyarakat, terutama sektor pertanian dan produksi garam. Kabupaten
Sumenep mencatat curah hujan tertinggi sebesar 116.4 mm pada tanggal 26 Mei
2022, yang menunjukkan intensitas hujan sangat tinggi. Penelitian ini menerapkan
metode Extreme Gradient Boosting (XGBoost) untuk memprediksi curah hujan di
Kabupaten Sumenep dengan menggunakan variabel meteorologis berupa suhu
udara, sinar matahari, tekanan udara, kelembapan udara, kecepatan angin, dan
penguapan sebagai variabel bebas, serta curah hujan sebagai variabel terikat.
Metode XGBoost merupakan algoritma boosting yang mengoptimalkan kinerja
model melalui teknik ensemble yang efisien, mendukung pemrosesan paralel, dan
mampu menangani data berskala besar. Untuk meningkatkan akurasi, dilakukan
tuning hyperparameter XGBoost menggunakan algoritma Grid Search dengan
hyperparameter yaitu .colsample_bytree, learning rate, max,depthf neestimators,
dan subsample. Data yang digunakan merupakan data cuaca harian dari Badan
Meteorologi, Klimatologi, dan;Geofisika (BMKG) dari tanggal Ol Juli 2020
hingga 30 Juni 2024. Model terbaik menghasilkan nilai MAAPE sebesar 1.2 dan
RMSE sebesar 11.3 dengan kombinasi hyperparameter yaitu colsample_bytree =
0.6, learning rate = 0.05, max_depth = 4, n_estimators = 100, dan subsample = 0.6.
Hasil tersebut menunjukkan bahwa model XGBoost yang dioptimalkan dengan
Grid Search memiliki kinerja yang baik dalam memprediksi curah hujan di
Kabupaten Sumenep.

Kata kunci: Curah Hujan, Grid Search, Kabupaten Sumenep, Prediksi, XGBoost
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ABSTRACT

RAINFALL PREDICTION IN SUMENEP DISTRICT USING EXTREME
GRADIENT BOOSTING (XGBOOST) METHOD AND GRID SEARCH

ALGORITHM

Rainfall in Sumenep Regency 1s an important meteorological phenomenon
that needs to be considered because it affects various aspects of people’s lives,
especially the agricultural and salt production sectors. Sumenep Regency recorded
the highest rainfall of 116.4 mm on May 26, 2022, which indicates very high
rainfall intensity. This study applied the Extreme Gradient Boosting (XGBoost)
method to predict rainfall in Sumenep Regency using meteorological variables
such as air temperature, sunlight, air pressure, air humidity, wind speed, and
evaporation as independent variables, and rainfall as a dependent variable. The
XGBoost method is a boosting algorithm that optimizes model performance
through efficient ensemble techniques, supports parallel processing, and is capable
of handling large-scale data. To improve accuracy, XGBoost hyperparameter
tuning was performed using the Grid Search algorithm with hyperparameters,
namely colsample_bytree, learning_rate, max_depth, n_estimators, and subsample.
The data used is:daily weather data from the Meteorology, Clizmatology, and
Geophysics Agency (BMKG) from July'l, 2020, to June 30, 2024. The best model
produced an MAAPE value of 1.2 and.an RMSE of 11.3 with a combination of
hyperparameters, namely colsample_bytree = 0.6, learning_rate = 0.05, max_depth
= 4, n_estimators = 100, and subsample = 0.6. These results indicate that the
XGBoost model optimized with Grid Search performs well in predicting rainfall in
Sumenep Regency.

Keywords: Rainfall, Grid Search, Sumenep Regency, Prediction, XGBoost
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