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ABSTRAK

IMPLEMENTASI RANDOM FOREST DENGAN SELEKSI FITUR
ALGORITMA GENETIKA UNTUK KLASIFIKASI RISIKO KESEHATAN

MATERNAL

Kesehatan maternal merupakan hal krusial untuk mencegah tingginya
angka kematian ibu selama kehamilan, persalinan, dan pascamelahirkan. Deteksi
dini risiko kehamilan penting untuk mendeteksi komplikasi yang mungkin dialami
oleh ibu hamil, seperti preeklampsia, anemia, pendarahan, atau kelahiran prematur.
Kompleksitas faktor-faktor risiko tersebut menuntut adanya metode klasifikasi
yang unggul dan mampu menangani data dengan banyak variabel. Penelitian ini
bertujuan untuk membandingkan kinerja model Random Forest dengan seleksi
fitur Algoritma Genetika dan tanpa seleksi fitur dalam klasifikasi risiko kesehatan
maternal. Data yang digunakan dalam penelitian ini adalah data rekam medis
pemeriksaan ibu hamil yang terdiri dari 16 variabel prediktor dan 1 variabel
respon. Mengingat jumlah fitur yang digunakan relatif banyak, Algoritma
Genetika digunakan untuk memilih fitur-fitur yang paling relevan. Model
dievaluasi dengan melihat nilai akurasi, sensitivitas, dan spesifisitas. Hasil
penelitian menunjukkan bahwa penerapan seleksi fitur Algoritma Genetika mampu
menurunkan jumlah fitur dari 16 variabel menjadi 10 variabel terpilih. Model
Random Forest tanpa seleksi fitur menghasilkan akurasi sebesar 97.30%,
sensitivitas sebesar 97.45%, dan spesifisitas sebesar 96.99%. Sementara itu, model
Random Forest dengan seleksi fitur Algoritma Genetika menunjukkan peningkatan
kinerja dengan akurasi sebesar 98.40%, sensitivitas sebesar 98.65%, dan
spesifisitas sebesar 97.89%. Dengan demikian, dapat disimpulkan bahwa
kombinasi Algoritma Genetika sebagai seleksi fitur terbukti mampu meningkatkan
performa model Random Forest dalam klasifikasi risiko kesehatan maternal.
Kata kunci: Algoritma Genetika, Random Forest, Kesehatan Maternal
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ABSTRACT

IMPLEMENTATION OF RANDOM FOREST WITH GENETIC
ALGORITHM FEATURE SELECTION FOR MATERNAL HEALTH RISK

CLASSIFICATION

Maternal health is crucial for preventing high maternal mortality rates
during pregnancy, childbirth, and the postpartum period. Early detection of
pregnancy risks is crucial for detecting potential complications, such as
preeclampsia, anemia, bleeding, or premature birth. The complexity of these risk
factors demands a superior classification method capable of handling data with
multiple variables. This study aims to compare the performance of the Random
Forest model with Genetic Algorithm feature selection and without feature
selection in maternal health risk classification. The data used in this study are
medical records of pregnant women, consisting of 16 predictor variables and one
response variable. Given the relatively large number of features used, a Genetic
Algorithm was used to select the most relevant features. The model was evaluated
based on accuracy, sensitivity, and specificity. The results showed that applying
Genetic Algorithm feature selection reduced the number of features from 16
variables to 10 selected variables. The Random Forest model without feature
selection achieved an accuracy of 97.30%, a sensitivity of 97.45%, and a
specificity of 96.99%. Meanwhile, the Random Forest model with Genetic
Algorithm feature selection demonstrated improved performance, achieving an
accuracy of 98.40%, a sensitivity of 98.65%, and a specificity of 97.89%.
Therefore, it can be concluded that the combination of Genetic Algorithm as a
feature selection method has been proven to improve the performance of the
Random Forest model in maternal health risk classification.
Keywords: Genetic Algorithm, Random Forest, Maternal Health
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