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ABSTRAK

KLASIFIKASI PENYAKIT STROKE MENGGUNAKAN DECISION
TREE C5.0 DENGAN LOCAL OUTLIER FACTOR (LOF) UNTUK

DETEKSI OUTLIER

Stroke menempati urutan ketiga sebagai penyebab kematian
terbanyak di dunia, berada setelah penyakit jantung dan kanker. Selain
meningkatkan angka kematian, stroke juga menimbulkan beban kesehatan
jangka panjang bagi penderitanya. Penelitian ini bertujuan untuk
mengklasifikasikan penyakit stroke menggunakan metode Decision Tree
C5.0. Decision Tree merupakan metode klasifikasi yang memanfaatkan
struktur pohon keputusan untuk memetakan hubungan antar variabel.
Sebelum melakukan proses klasifikasi data medis, sering ditemui kendala
karena adanya data yang ekstrem atau keberadaan outlier. Untuk
mendeteksi keberadaan outlier, penelitian ini menggunakan algoritma LOF
(Local Outlier Factor) yang mengidentifikasi outlier berdasarkan
kepadatan lingkungan di sekitarnya. Hasil penelitian menunjukkan
penerapan LOF dengan penanganan outlier dihapus pada algoritma
Decision Tree C5.0 dengan pembagian data 5-fold cross validation mampu
menghasilkan kinerja klasifikasi akurasi sebesar 77,94%, presisi sebesar
14,69%, sensitivitas 71,91%, spesifisitas sebesar 78,25% dan F1-Score
24,33%. Hasil penelitian ini diharapkan dapat memberikan informasi
mengenai risiko stroke berdasarkan hasil pola klasifikasi menggunakan
Decision Tree C5.0 dan deteksi outlier dengan LOF, sehingga pola
distribusi risiko stroke dapat terlihat dengan jelas.

Kata kunci: Decision Tree, Klasifikasi, LOF, Outlier, Stroke
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ABSTRACT

STROKE DISEASE CLASSIFICATION USING DECISION TREE
C5.0 WITH LOCAL OUTLIER FACTOR FOR OUTLIER

DETECTION

Stroke ranks as the third leading cause of death worldwide,
following heart disease and cancer. In addition to increasing mortality
rates, stroke also imposes a substantial long-term health burden on affected
individuals. This study aims to classify stroke cases using the Decision
Tree C5.0 method. Decision Tree is a classification approach that employs
a tree-based structure to represent relationships among variables. Prior to
the classification of medical data, challenges often arise due to the presence
of extreme values or outliers. To address this issue, this study applies the
LOF (Local Outlier Factor) algorithm, which detects outliers by analyzing
the local density of data points within their surrounding neighborhoods.
The results indicate that the integration of LOF with the Decision Tree
C5.0 algorithm, evaluated using 5-fold cross validation, produces reliable
performance in classifying stroke risk, achieving an accuracy of 77,94%,
precision of 14,69%, sensitivity of 71,91%, specificity of 78,25%, and an
F1-score of 24,33%. This study is expected to provide meaningful insights
into stroke risk through classification results obtained using Decision Tree
C5.0 combined with LOF-based outlier detection, thereby enabling clearer
identification of stroke risk distribution patterns.

Keywords: Classification, Decision Tree, LOF, Outlier, Stroke
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