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ABSTRAK

Deteksi transaksi fraud pada sistem pembayaran elektronik merupakan
permasalahan penting karena karakteristik data yang bersifat tidak seimbang
(imbalanced) dan kompleks. Penelitian ini bertujuan untuk menganalisis kinerja
algoritma Random Forest dalam mendeteksi transaksi fraud dengan
membandingkan tiga skenario pengolahan data, yaitu Random Forest tanpa
preprocessing khusus, Random Forest dengan Correlation-Based Feature Selection
(CFS), serta Random Forest dengan kombinasi CFS dan Synthetic Minority Over-
sampling Technigue (SMOTE). Dataset yang digunakan merupakan dataset
transaksi kartu kredit yang memiliki proporsi kelas fraud yang jauh lebih sedikit
dibandingkan transaksi normal. Evaluasi kinerja model dilakukan menggunakan
metrik akurasi, precision, recall, FIl-score, dan ROC-AUC. Hasil penelitian
menunjukkan bahwa Random Forest tanpa preprocessing tambahan menghasilkan
performa terbaik dengan nilai F1-score dan ROC-AUC yang tinggi. Penerapan CFS
tidak secara signifikan meningkatkan kinerja model, sedangkan kombinasi CFS dan
SMOTE mampu meningkatkan recall kelas fraud namun menyebabkan penurunan
precision secara signifikan. Hal ini mengindikasikan bahwa teknik oversampling
tidak selalu memberikan peningkatan kinerja pada kasus deteksi fraud. Kesimpulan
dari penelitian ini adalah bahwa Random Forest mampu menangani data fraud yang
imbalance dengan baik tanpa memerlukan teknik preprocessing yang kompleks,
serta pemilihan metode preprocessing harus disesuaikan dengan karakteristik data
dan tujuan deteksi.

Kata kunci: deteksi fraud, Random Forest, CFS, SMOTE, data imbalance
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ABSTRACT

Fraud detection in electronic payment systems is a critical problem due to the
highly imbalanced and complex nature of transaction data. This study aims to
analyze the performance of the Random Forest algorithm in detecting fraudulent
transactions by comparing three data processing scenarios: Random Forest
without specific preprocessing, Random Forest with Correlation-Based Feature
Selection (CFS), and Random Forest with a combination of CFS and Synthetic
Minority Over-sampling Technique (SMOTE). The dataset used consists of credit
card transactions with a significantly smaller proportion of fraudulent transactions
compared to normal ones. Model performance was evaluated using accuracy,
precision, recall, Fl-score, and ROC-AUC metrics. The experimental results
indicate that Random Forest without additional preprocessing achieved the best
overall performance, particularly in terms of Fl-score and ROC-AUC. The
application of CFS did not significantly improve model performance, while the
combination of CFS and SMOTE increased the recall of the fraud class but led to
a substantial decrease in precision. These findings suggest that oversampling
techniques do not always improve fraud detection performance. In conclusion,
Random Forest is effective in handling imbalanced fraud datasets without requiring
complex preprocessing techniques, and the selection of preprocessing methods
should be carefully aligned with data characteristics and detection objectives.

Keywords: fraud detection, Random Forest, CFS, SMOTE, imbalanced data
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